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Measure and Integration on the p-adics.

Corollary (of the Theorem from last lecture). For each k, μk,α is a p-adic measure. �

We care about the above Corollary because measures give us Riemann integration: fix
a compact open X ⊆ Qp and a p-adic measure μ ∈ (LC(X,Qp))

∗. Recall that any f ∈
LC(X,Qp) can be written in the form

f =
k∑

i=1

aiχBi

where {B1, . . . , Bk} is a disjoint collection of open balls Bi ⊆ X, and a1, . . . , ak ∈ Qp, and
that in this case we have

∫

X

f(x) dμ(x) =

∫

X

f dμ =
k∑

i=1

aiμ(Bi).

Definition. Suppose μ is a measure on a compact open X ⊆ Qp. The Riemann integral of a
continuous f : X → Qp against μ is defined by

∫

X
f(x) dμ(x) := lim

n→∞
Sn,(xc,n)

where the nth Riemann sum Sn,(xc,n) is defined by

Sn,(xc,n) :=
∑

c+pnZp⊆X

f(xc,n)μ(c + pnZp)

with sample points xc,n ∈ c + pnZp.

Theorem. The integral
∫
X f(x) dμ(x) =

∫
X f dμ is a well-defined p-adic number, i.e.

lim
n→∞

Sn,(xc,n)

exists in Qp and is independent of our choice of sample points (xc,n).
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Proof. Since μ is a measure, there exists some M ≥ 0 such that

|μ(c + pnZp)|p ≤ M

for all c + pnZp ⊆ X. Since X is compact and open, there exists some n0 ∈ N such that, for
every n ≥ n0, we may write X as a finite disjoint union of open balls of the form c + pnZp.
Now for each n ≥ n0 and for each c + pnZp appearing in the partition

X =
⊔

c

c + pnZp,

pick a sample point xc,n ∈ c + pnZp and define the Riemann sum:

Sn,(xc,n) =
∑

c+pnZp⊆X

f(xc,n)μ(c + pnZp)

Fix ε > 0 and choose N = N(ε) ≥ n0 (i.e. N is dependent on the choice of ε) such that

|f(x) − f(y)|p <
ε

M + 1

wherever x, y ∈ X satisfy |x − y|p ≤ p−N ; this holds because f is continuous and X is
compact, so f is uniformly continuous on X. Now if N is fixed and n ≥ N , we have

∣
∣Sn+1,(xc,n+1) − Sn,(xc,n)

∣
∣
p

=

∣
∣
∣
∣
∣
∣

∑

c′+pn+1Zp⊆X

f(xc′,n+1)μ
(
c′ + pn+1Zp

)
−
∑

c+pnZp

f(xc,n)μ(c + pnZp)

∣
∣
∣
∣
∣
∣
p

=

∣
∣
∣
∣
∣
∣
∣
∣

∑

c+pnZp⊆X







∑

c′+pnZp

⊆ c+pnZp

(
f(xc′,n+1)μ

(
c′ + pn+1Zp

)
− f(xc,n)μ

(
c′ + pn+1Zp

))







∣
∣
∣
∣
∣
∣
∣
∣
p

=

∣
∣
∣
∣
∣
∣
∣
∣

∑

c+pnZp⊆X







∑

c′+pnZp

⊆ c+pnZp

(f(xc′,n+1) − f(xc,n))μ
(
c′ + pn+1Zp

)







∣
∣
∣
∣
∣
∣
∣
∣
p

≤ max
c′+pn+1Zp⊆X

{
ε

M + 1
∙ M

}

< ε.

Therefore,
(
Sn,(xc,n)

)
n≥n0

is Cauchy in Qp, so limn→∞ Sn,(xc,n) exists in Qp. Now to show that
this sum is independent of the choice of sample points. For each n ≥ n0, choose sample
points yc,n ∈ c + pnZp (possibly different from xc,n). Just as before, fix ε > 0 and choose
N = N(ε) ≥ n0. Then for each n ≥ N , we have

∣
∣Sn,(xc,n) − Sn,(yc,n)

∣
∣
p

=

∣
∣
∣
∣
∣
∣

∑

c+pnZp⊆X

(f(xc,n) − f(yc,n))μ(c + pnZp)

∣
∣
∣
∣
∣
∣
p

≤ max
c+pnZp⊆X

{
ε

M + 1
∙ M

}

< ε. �
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